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Voice for the Voiceless: An LLM-powered Devil’s Advocate for AI-mediated
Communication in Power-imbalanced Groups
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Fig. 1. LLM-powered Devil’s Advocate system mediates between majority and minority group members, presenting minority views
through AI-generated counterargument to promote balanced group discussions.

Minority opinions are often suppressed in power-imbalanced group decision-making due to social pressure to comply with the
majority. To better mediate majority-minority interactions, we developed an LLM-powered Devil’s Advocate system which fostered a
group’s attention to minority views by either presenting AI-generated counterarguments or delivering AI-rephrased minority opinions.
We conducted a mixed-method experiment with 96 participants divided into 24 groups to compare minority members’ perceived
safety and satisfaction in three conditions (baseline, AI-counterargument, AI-mediated paraphrasing). Our findings show that AI
counterarguments fostered a flexible atmosphere and enhanced satisfaction, while AI-mediated messaging unexpectedly decreased
psychological safety and satisfaction for minorities despite increasing participation. Trade-offs emerged between anonymity and
recognition. Seniors maintained consistent experiences, while juniors’ experiences varied significantly based on the AI’s role. Based
on these results, we discuss insights and ethical implications for designing LLM-based agents that can support minorities in more
equitable and power-imbalanced group decision-making.
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1 INTRODUCTION

Group discussion processes are a cornerstone of effective collaboration in various domains, from business and healthcare
to education and governance [37, 59, 84, 100]. These processes harness the collective intelligence of multiple individuals,
often leading to more considerate choices, judgments, estimates, and solutions compared to those proposed by a single
individual [21, 87, 91]. For instance, groups solve complex logic problems more efficiently, with members subsequently
performing better on similar tasks individually after group learning experiences [62]. Students who take exams in
groups tend to achieve better grades and retain more information than those who study alone [94]. Medical teams
can make more accurate diagnoses than individual doctors [29], and the collaborative efforts of scholars result in
higher-quality research outcomes than solo endeavors [92]. The advantages of group decision-making include using
diverse knowledge and perspectives, increased creativity, and the potential for more robust and well-rounded decisions
[5, 36]. By leveraging group members’ diverse skills, experiences, and insights, these processes can lead to better
problem-solving and innovation. The inherent potential of group decision-making lies in its ability to harness the
collective wisdom of its members, making it a widely used and highly valued approach in many collaborative and
organizational settings.

However, collective decision-making is not without its drawbacks. Social influence and power dynamics can signifi-
cantly impact the quality of group decisions by suppressing minority opinions [21]. Compliance, where group members
publicly align with the majority despite private disagreement, is a prevalent issue [43]. Majority influence typically
increases group consensus, whereas minority influence preserves individuality and fosters innovation [21]. Nevertheless,
minorities often conform to the majority. Conversion theory suggests that individuals undergo a ’comparison process’
to determine whether to join the majority, as being part of the majority group is often more rewarding due to control
over resources and decision-making power [67]. As a result, they choose to conform to the majority and are reluctant
to voice different opinions. Regarding social power, responses to coercive power include compliance, identification,
and internalization, with compliance being the initial reaction where individuals accept those in power [43–45]. These
dynamics can suppress the voicing of new opinions by powerless minorities, reducing the likelihood of considering
diverse perspectives and increasing the risk of groupthink, where the desire for consensus overrides alternative view-
points [40–42]. While group decision-making offers many advantages, the interplay of social influence and power
can lead to compliance and conformity, ultimately hindering the expression of diverse opinions and undermining the
decision-making process.

The devil’s advocate method improves group decisions by challenging majority views, stimulating discussion, and
reducing groupthink [61, 63, 70, 79, 82]. The devil’s advocate technique is known to encourage discussion [78, 80, 81, 83].
Still, it lacks authenticity. It can threaten the advocate’s group acceptance [39, 70, 77]. To address these limitations,
human-computer interaction (HCI) researchers have explored AI-assisted decision-making [7, 49, 52, 53, 93, 97, 98],
Human-AI Teams [15, 64, 68, 104], and AI agents that support group discussions [12, 16, 105]. These AI agents can act
as neutral facilitators [47, 48], raise counterarguments[12], and participate in discussions on equal footing with human
members [105]. However, they have rarely been used to directly support minority individuals in small group interactions
due to concerns about causing team discomfort [17, 25, 26, 38]. Some AI-mediated communication approaches attempt
to paraphrase anonymous contributions to reduce re-identification risks [88]. However, most of these approaches rely
on humans to make the final decisions, with AI playing a supporting role [2, 7, 55], and there is limited exploration of
AI agents that represent human opinions as if opinions were their own. These systems aim to prevent groupthink by
encouraging minority participation and allowing groups to consider diverse opinions. For example, an LLM-based agent
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has been developed to overcome the limitations of traditional devil’s advocate [12]. Still, it struggles with real-time
participation in fast-paced conversations, and its generalized counterarguments are often ineffective. Moreover, the
impact of AI agents in complex group dynamics involving social influence and social power remains understudied
[34, 35].

To complement existing approaches, we aim to address the gap in improving group decision-making in complex,
power-imbalanced group dynamics by using an AI agent as a principal to represent the minority. Our research investi-
gates how an LLM-based devil’s advocate agent, capable of representing minority opinions, influences psychological
safety, opinion expression, and perceived satisfaction of the decision-making process and outcome in such settings.
Specifically, we explore four research questions:

• RQ1. How does the LLM-powered devil’s advocate affect perceived psychological safety and marginalization?
• RQ2. How does the LLM-powered devil’s advocate affect engagement and contribution patterns in group chat

discussions?
• RQ3.How does the LLM-powered devil’s advocate affect participant satisfaction with decision-making processes

and outcomes?
• RQ4. How do the two types of LLM-powered devil’s advocates affect system experience?

We conducted a mixed-methods experiment with 96 participants divided into 24 groups of four members to answer
these research questions. We employed a mixed experimental design, with Participant Type (senior/majority with high
power vs. junior/minority with low power) as a between-subjects variable and Communication Condition as a partially
within-subjects variable. Each participant experienced two conditions: the baseline condition (A) and either Condition B
(an LLM-powered Devil’s Advocate generating counterarguments) or Condition C (an LLM-powered Devil’s Advocate
with AI-mediated messaging). Each group comprised three high-power majority members (seniors) and one low-power
minority member (junior), with roles randomly assigned. In Condition C, the minority member could privately send
messages to the AI system, which paraphrased and presented these opinions as its own, ensuring anonymity. In contrast,
the AI independently generated counterarguments to group discussions in Condition B. Results indicated that the
AI-generated counterarguments in Condition B fostered a flexible atmosphere and enhanced participant satisfaction.
Conversely, in Condition C, while AI-mediated messaging facilitated more discussion, it unexpectedly decreased
psychological safety and satisfaction for minority members. These findings offer critical insights into the complexities
of leveraging AI-mediated communication to amplify minority voices in group decision-making, highlighting trade-offs
between anonymity and recognition and the nuanced challenges of designing AI systems for power-imbalanced group
dynamics.

This study makes several key contributions to the fields of human-computer interaction and group decision-
making. First, we demonstrate the contrasting effects of different LLM-powered Devil’s Advocate approaches in
power-imbalanced group settings. While AI-generated counterarguments foster flexible discussion atmospheres and
enhance overall satisfaction, AI-mediated minority messaging, despite increasing participation, unexpectedly decreases
psychological safety and satisfaction among minority members. These findings reveal critical insights about the com-
plexities of using AI to support minority voices. Second, we provide empirical evidence on how AI interventions
distinctly affect majority and minority members’ experiences, particularly highlighting how seniors maintain consistent
satisfaction levels while juniors’ experiences vary significantly across conditions. This includes important trade-offs
between anonymity and recognition and unintended consequences such as increased cognitive load and reduced
perceived legitimacy of minority contributions. Third, we extend the understanding of AI’s role as a principal actor
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in mediating group opinions, offering insights into how such systems can both help and potentially hinder minority
participation in group decisions. Finally, we contribute to broader discussions on designing equitable AI systems by
addressing the complex interplay of social influence, power hierarchies, and group cohesion. Our findings provide
actionable insights for developing AI systems that support diverse perspectives and effectively navigate the nuanced
challenges of power-imbalanced group dynamics to foster more inclusive decision-making environments.

2 RELATEDWORK

2.1 The Impact of Social Influence and Power on Group Decision-making

Group decision-making leverages collective intelligence to produce superior outcomes across various domains [29, 62, 92],
but these processes are significantly shaped by social influence and power dynamics [43, 67]. Social influence theory
suggests that individuals tend to adjust their behavior to meet social demands, with majority opinions exerting
particularly strong pressure on those with less power in the group. Moscovici’s conversion theory specifically explains
that multiple influences trigger a comparison process resulting in compliance - a form of conformity where individuals
outwardly agree while maintaining private disagreement [67]. This compliance is typically direct, immediate, and
temporary, serving as a coping mechanism in power-imbalanced situations rather than reflecting genuine belief change.

Power dynamics become especially problematic in hierarchical settings where power imbalances are formalized
through reward and legitimate power structures [22]. Kelman’s framework provides particular insight here, identifying
compliance as an initial response to power where individuals conform primarily to avoid repercussions or gain rewards,
rather than from genuine conviction [43]. This dynamic is especially evident among minority members, who are often
treated as outgroup members and experience isolation. The effect is particularly pronounced when the size disparity
between majority and minority groups is substantial. The resulting self-censorship triggers a cascade of negative effects:
as minority voices are silenced, groups lose access to diverse perspectives that could enhance decision quality, ultimately
leading to groupthink - where the desire for consensus overrides critical evaluation of alternatives [40–42].

Traditional approaches to addressing these challenges include the devil’s advocate technique, where a group member
is assigned to argue against prevailing opinions [61, 63, 70, 79, 82]. While this approach can enhance decision quality
by promoting divergent thinking and surfacing alternative viewpoints, its effectiveness is limited by concerns about
the authenticity of dissenting arguments and potential threats to the psychological safety of the designated advocate
[39, 70, 77]. Within the context of Human-Computer Interaction, our research explores how AI-mediated communication
might overcome these limitations by providing a psychologically safer channel for minority opinions while maintaining
the benefits of devil’s advocacy, thereby offering a new pathway for balancing power dynamics in group decision-making.

2.2 AI-Enhanced Approaches to Improving Group Decision-Making

The integration of artificial intelligence into group decision-making has evolved from individual interaction studies
[49] to examining complex group-level dynamics [11, 12, 46, 60, 105]. While AI can function as a neutral facilitator
or provide counterarguments or questions to enhance critical thinking [12, 14], significant challenges persist. Zheng
et al. found that AI agents often remain peripheral in group dynamics due to their limited ability to navigate social
nuances [105]. Additionally, groups tend to over-rely on AI-generated recommendations [11], potentially diminishing
human contributions. These limitations could become particularly significant when considering power imbalances and
minority voices in group settings.
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While researchers have tried to solve various problems in AI-assisted decision-making such as explainable AI to
reduce overreliance [7] and adaptive designs [105], the potential for AI systems to effectively advocate for marginalized
individuals in real-time group interactions remains largely unexplored. Supporting minority voices through AI-mediated
communication presents unique challenges that extend beyond technical capabilities. Hwang et al. noted that existing
interventions often inadvertently isolate minority individuals by either overemphasizing their marginalization or failing
to address their specific needs [38]. Our research addresses this gap by introducing an LLM-powered Devil’s Advocate
system that strategically represents minority perspectives without compromising group cohesion. This approach builds
on previous AI-mediated communication approaches [23, 30, 95] while specifically targeting the challenges of power
dynamics and minority voice representation in group decision-making.

2.3 Existing Approach of AI-Mediated Communication

AI-mediated communication(AIMC) is defined as "mediated communication between people in which a computa-
tional agent operates on behalf of a communicator by modifying, augmenting, or generating messages to accomplish
communication or interpersonal goals" [30]. Existing AIMC systems have predominantly focused on AI augmenting
text communication, such as smart replies or word suggestions, often enhancing communication efficiency while
introducing new dynamics into interpersonal interactions [23, 30]. While these systems have demonstrated impacts on
communication tone and trust dynamics between communicators, they have also raised concerns about undermining
user agency and authenticity as AI takes an increasingly proactive role in shaping content [33, 65, 73, 76].

Recent frameworks identify several distinct forms of AIMC, including AI-generated content relayed by humans,
selective communication of AI findings, AI paraphrasing human input, and AI independently mediating multi-party
communication [16, 23, 30, 88, 95, 96]. Among these, the formwhere AI re-presents human speech as its own—positioning
the AI as a social actor in line with the CASA paradigm [69]—remains particularly underexplored. Our research addresses
this gap by introducing an LLM-powered Devil’s Advocate that mediates minority voices in group decision-making,
extending beyond traditional AIMC’s focus on communication efficiency to address fundamental power dynamics in
group settings.

3 METHOD

3.1 Overview of Study Design

This study employs a mixed experimental design, with Participant Type (senior(majority with high power) vs. ju-
nior(minority with low power)) as a between-subjects variable and Communication Condition as a partially within-
subjects variable. Each participant experienced two conditions: the baseline condition A and either condition B
(LLM-Powered Devil’s Advocate) or condition C (LLM-Powered Devil’s Advocate with AI-mediated message). This
design was chosen to avoid potential demand characteristics from experiencing conditions B and C. Each group consisted
of four participants, with three assigned to the high-power majority condition(senior role) and one to the low-power
minority condition(junior role). Both group composition and individual roles were randomly assigned. To control for
order effects, both the sequence of conditions and the tasks were randomized.

3.2 Participants

The study involved 96 Korean participants (chosen as a multiple of 8 to facilitate randomization of conditions and
participant types), divided into 24 groups of 4, with each group comprising three high-power majority members and
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The Majority The Minority

Condition A

The Majority The Minority

Devil’s Advocate

Condition B

The Majority The Minority

Devil’s Advocate DB

Counterargument

Condition C

AI-generated

Counterargument

AI-mediated

Message

Fig. 2. Experimental Conditions: Condition A shows the baseline group chat configuration with majority (blue) and minority (pink)
participants. Condition B introduces an AI-powered Devil’s Advocate that generates rebuttals during group discussions. Condition C
extends this by enabling the minority member to privately send counterarguments to the AI system, incorporating them into its
responses while maintaining anonymity.

one low-power minority member. Participants were recruited online. Inclusion criteria required participants are Korean
and over the age of 18. Participants were also required to have previous experience in group decision-making tasks and
online chat experience. During recruitment, participants were informed about the anonymous nature of the experiment.
At the beginning of each session participants were briefed on the procedures and reminded of their right to withdraw
at any time. All data collected was coded and de-identified to maintain anonymity, and participants noticed it. If any
participant withdrew or did not consent, the remaining group members received 1,000 KRW as compensation, and the
session was canceled.

Demographic data collected from participants included age (𝑀=26.60, 𝑆𝐷=5.21, range = 19-42), and gender (61F, 35M).
Education levels varied among participants, with 46.9% holding bachelor’s degrees, 19.8% holding master’s degrees, 15.6%
having some college education, 13.5% with high school or equivalent education, and 4.2% holding doctorate degrees.
Participants reported an average of 2.50 years (𝑆𝐷=3.15) of professional work experience. Additional background
information was gathered on participants’ familiarity with AI (𝑀=4.83, 𝑆𝐷=1.48 on a 7-point Likert scale), previous
experience with group decision-making (𝑀=5.01, 𝑆𝐷=1.41), and prior experience with online collaboration (𝑀=4.39,
𝑆𝐷=1.83). Notably, 53.1% of participants reported previous experience using AI in group contexts. Participants were
randomly assigned to either the high-power majority or low-power minority roles within their groups.

3.3 Experimental Treatments

This study examines three communication conditions and two participant types in group decision-making tasks. Each
participant experienced two of the three conditions: the baseline condition (A) and either condition B or C.

• Condition A: Baseline In the baseline condition, participants engage in standard online group chat discussions
without any additional features.

• Condition B: LLM-Powered Devil’s Advocate An AI system participates in the group discussion by auto-
matically generating counterarguments after every eight messages exchanged. The system avoids repeating
previously discussed topics to maintain meaningful contributions to the discussion.
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• Condition C: LLM-Powered Devil’s Advocate with AI-mediated Messaging This condition functions
similarly to Condition B but includes an additional feature known only to the minority member: the ability to
send messages to the AI system privately. The system then paraphrases these messages and presents them as
its own opinions, maintaining the minority member’s anonymity. When the minority member doesn’t provide
input, the system generates counterarguments, as in Condition B.

Participant Types with Power Dynamics Each group consisted of three high-power majority members (seniors)
and one low-power minority member (junior). Compliance was established through two mechanisms: power assignment
and majority-minority composition. Legitimate power was established through role titles (senior vs. junior), while
reward power was implemented through compensation structure [22, 34, 35]. At the beginning of the experiment,
participants were told that the reward for seniors was a 20,000 KRW gift card, and the reward for juniors was a 15,000
KRW gift card. Participants were informed that, based on their assessment of the junior’s contribution, the senior could
give the junior up to an additional 5,000 KRW gift card (although all participants ultimately received equal compensation
of 20,000 KRW gift card). The 3:1 ratio was chosen based on research showing that the majority influence peaks at
three members [1, 4, 21, 28], creating optimal conditions for studying compliance dynamics.

3.4 Experimental Procedure

Prior to commencing the experiment, participants underwent a comprehensive briefing process focused on data
anonymity and consent procedures. They were informed that any non-consent or non-response would necessitate
experiment cancellation, with the remaining participants receiving a base compensation of 1,000 KRW. To maintain
anonymity while fostering group dynamics, participants selected their own nicknames - a practice that research has
shown strengthens social identity and enhances group cohesion through depersonalization in online environments [50].
The total duration, including all activities and interviews, was approximately 1 hour and 30-45 minutes, allowing for
comprehensive data collection. The experimental framework utilized a dual-chatting platform communication structure
to simulate the experimental environment. KakaoTalk served as the primary platform for general communication and
team-building activities, while a custom-designed experimental chat environment hosted the formal decision-making
tasks. Following group assignment and role distribution, participants engaged in a 10-minute ice-breaking session
on KakaoTalk, collaboratively developing a team name and slogan. This initial activity was strategically designed to
establish team cohesion while maintaining the prescribed power dynamics between senior and junior roles (Figure 3).

The core decision-making phase incorporated two carefully selected tasks that built upon previous AI-assisted group
decision-making research while maintaining strong relevance to corporate contexts because we treat legitimate power
with senior & junior roles. The first task involved evaluating employee profiles for a team leader promotion, while
the second required analyzing potential contract partners through company performance metrics. In particular, the
employee profile assessment task was adapted from a previous study, with minor modifications to fit the context of this
study, and the contract partner selection task was created and utilized in a similar company context. Each task presented
participants with three distinct options structured to create clear decision-making tensions: a stable but unchallenging
option appealing to risk-averse decision-makers, a challenging but unstable option offering higher potential returns,
and a neutral compromise option balancing both extremes. Participants were given situational context based on their
roles rather than explicit persona assignments to design a natural majority-minority dynamic. We tried to drive natural
immersion rather than role-playing-like acting: The seniors were guided that they were in a situation where they had
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Demographic &

Background Survey

End

Pre-experiment Post-experiment

Option Preference

Questionnaire

5min

Exit Interview
10min

Waiting
10min

Exit Interview
10min

Reward Decision
10min

Ice-breaking
10min

Performing Task
25min

Self-reported

Questionnaire

5min

Junior

Senior

Iteration

Fig. 3. Overview of the experimental procedure: including pre-experiment surveys, ice-breaking, iterative decision-making tasks,
post-task questionnaires, and role-specific exit interviews.

to prioritize the stability and reputation of the organization. In contrast, the juniors were guided that they were in a
situation where they had to prove their performance by making more ambitious choices.

Each decision-making task was allocated 20 minutes in the experimental chat environment, followed by a 5-minute
questionnaire period on KakaoTalk. These questionnaires employed 7-point Likert scales to assess critical factors,
including perceived psychological safety, decision-making satisfaction, and cognitive load. Additionally, participants
recorded their personal preferences for each task’s options, providing data on how effectively the contextual factors
influenced their decision-making processes. The experiment concluded with strategically separated exit interviews
conducted via Zoom - a 10-minute session with the three senior members and a private 10-minute interview with the
junior member. During their exit interview, senior members were tasked with making an additional reward allocation
decision, which was unknown to the junior members. While ultimately not affecting the final compensation (all
participants received 20,000 KRW), this decision reinforced the reward power dynamics throughout the experiment.

3.5 Implementation of the Experimental System

We developed an online chat environment implemented with TypeScript (React) for the frontend and Python (FastAPI)
for the backend, where four participants (three seniors and one junior) held real-time text-based discussions using
pseudonyms. In this environment, an LLM-powered devil’s advocate would periodically summarize the public opinion,
issue a counterargument to that opinion (condition B & C), or paraphrase a direct message from a participant in a
junior role and present it as their own opinion. The core LLM (OpenAI GPT-4o) interacted with these agents via a
Retrieval-Augmented Generation pipeline, ensuring that its responses were context-sensitive and responsive to the
current dialogue.

Drawing on findings that LLMs often struggle to access mid-conversation information in lengthy contexts, we employ
a multi-agent architecture to maintain clarity of "public opinion" and encourage constructive discourse (Figure 4): (A)
Summary Agent – Consolidates emerging consensus to overcome LLM limitations in retaining mid-dialogue content
[56]. (A’) Paraphrase Agent – Responds exclusively to direct messages from juniors, rearticulating their dissenting
views as though originating from the AI itself. These messages are stored in a database with an isUsed property, and
the Paraphrase Agent retrieves only those entries for which isUsed is false; it then sets isUsed to true, paraphrases the
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B. Conversation Agent

Generating a message based 
on current public opinion to 
remind them to think again

A. Summary Agent

Summarizing public opinion

A’. Paraphrase Agent

Generating a message 
by paraphrasing DM

C. AI Duplicate Checker

Cross-checking generated 
message with previously 
generated message

DM

Senior 1

Candidate 1 has worked long, has a good 
reputation, has strong connections, and 
contributed to the organization.

Senior 2

True, his great reputation makes the 
promotion uncontroversial.

Junior (Minority)

Candidate 2's success and 
strong reputation suggest even 
greater potential.

Senior 3

If Candidate 1 is chosen, Candidates 
2 and 3 will likely work harder, 
motivated by the hope of future 
promotions.

Devil

Experienced and stable candidates may fit 
well in public enterprises, but this 
depends on the company's nature and 
role expectations. What are your 
thoughts?

Secret DM History

Secret DMs isUsed

True

“Candidate 1 seems suitable, 
but might be a better fit 
for public enterprises than 
private ones.”

False

AI-message History

“Senior 1 made a good point, but 
Candidate 2's proven innovatio��

“Candidate 1's experience is 
impressive, but Candidate 2's ��

“Candidate 2's achievements are 
remarkable and could bring fres��

Server

Cosine-

similarity

When there is no DM

When there is a new DM
Chat Database

Fig. 4. System Overview: Our system architecture shows the interaction flow between the chat interface, database, and server
components. The system processes both direct messages (DMs) and public chat through four main agents: (A) Summary Agent for
public opinion analysis, (A’) Paraphrase Agent for reformulating minority views, (B) Conversation Agent for generating contextual
counterarguments, and (C) AI Duplicate Checker for ensuring message novelty through cosine-similarity comparison.

content, and outputs it as system-generated text. (B) Conversation Agent – Encourages alternative perspectives by
first empathizing with the other person’s point of view and then offering a gentle counterargument using a persuasive
Socratic style. (C) AI Duplicate Checker – Identifies repetitive content by calculating semantic similarity between
sentence embeddings generated using the ’paraphrase-multilingual-MiniLM-L12-v2’ model on an NVIDIA A6000.

To ensure balanced participation, the AI agent was designed to intervene once after approximately eight human
turns, providing sufficient opportunity for each participant to speak twice (roughly two turns each) before an AI
intervention, excluding trivial exchanges like greetings or short agreements. These design choices reflect our design
rationale of (1) adopting a persuasive, empathetic style that acknowledges others’ perspectives before introducing
counterarguments [90], (2) leveraging Socratic questioning to stimulate collective critical thinking without over-relying
on AI-supplied solutions [14], and (3) incorporating a non-repetition mechanism to avert user frustration [66, 102]. The
live chat environment with anonymous participants allows a minority with a different opinion to communicate their
views to the group with complete anonymity and a sense of psychological safety. As a result, it aims to facilitate the
consideration of diverse opinions and prevent groupthink in the group decision-making process.

3.6 Measurement

We examined how two LLM-powered Devil’s Advocates—one generating counterarguments and another representing
minority views—affect group dynamics. We evaluated self-reported measures (psychological safety, marginalization,
decision-making perceptions, AI interactions, task load, and option preferences) and objective metrics (dialogue
proportion, amount of message & character) and their impact on group psychological safety, opinion expression, and
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decision-making. Due to the limited sample size, we analyzed the collected data using robust regression, which is
less sensitive to outliers and departures from normality, making it particularly suitable for our mixed model design
incorporating random effects. We followed this analysis with Tukey post-hoc tests to compare significance across
conditions and participant types.

The self-reported measures were intended to capture participants’ subjective experiences and perceptions throughout
the study using a 7-point Likert scale (1 = strongly disagree; 7 = strongly agree). We measured perceived psychological
safety andmarginalization [9, 19, 38, 40], perceived teamwork and decision-making process (including overall experience,
influence, group cohesion, teammate support, and consideration of diverse perspectives) [12, 13, 18, 24, 38, 51], and
perceived decision outcome quality (satisfaction and validity) [8, 10, 58, 72, 101]. Cognitive load was assessed using
the NASA Task Load Index [31]. Participants’ perceptions of the AI agent were evaluated across four dimensions:
cooperation, satisfaction, quality, and fairness [12, 75, 103]. Additionally, participants rated their preferences for each
option in both decision-making tasks to measure their engagement with the scenarios.

3.6.1 Objective Measurement. Objective behavioral metrics were used to analyze the actual interactions and dynamics
within the group discussions. We tracked two primary measures: the number of messages each participant sent and
the number of characters in their messages. This dual measurement approach was chosen because while frequent
messaging indicates active participation, message length often reflects the depth of contribution to the discussion. To
quantify each participant’s relative contribution to group discussions [38], we define a Normalized Engagement Score
(NES) for each 𝑖-th user (𝑖 ∈ {1, 2, 3, 4}) in a group as:

𝑁𝐸𝑆 (𝑖) = 𝑤M

(
𝑀 (𝑖)∑4
𝑖=1𝑀 (𝑖)

)
+𝑤C

(
𝐶 (𝑖)∑4
𝑖=1𝐶 (𝑖)

)
(1)

where𝑀 (𝑖) represents the total number of messages sent by participant 𝑖 ,𝐶 (𝑖) represents their total character count,
and 𝑤M = 0.4 and 𝑤C = 0.6 are weights assigned to message count and character count respectively. The weights
were chosen to emphasize the importance of message length, assuming that longer messages typically represent more
detailed, in-depth contributions to the discussion.

4 RESULTS

Experimental results showed senior and junior participants had different decision-making patterns. Juniors preferred
challenging options while seniors favored stable ones, with final group decisions aligning with senior preferences
80% of the time. LLM-powered devil’s advocates had mixed impacts: AI counterarguments somewhat improved junior
participation, but AI-mediated communication increased their cognitive load.While seniors’ experiences remained stable
across conditions, juniors’ psychological safety and satisfaction varied based on the devil’s advocate implementation.
The following sections examine role-based preferences, the AI devil’s advocate’s effects on psychological safety (RQ1),
engagement patterns (RQ2), decision satisfaction (RQ3), system experience (RQ4), and emergent ethical implications.

4.1 Role-Based Differences in Choice Preferences and Final Decisions

In both Task 1 and Task 2, the experimental design aimed to create divergent preferences between senior and junior
participants based on the nature of the options presented. The design structured Option 1 (Profile 1 in Task 1, Company
1 in Task 2) as a stable but unchallenging choice that participants in the senior role were expected to prefer, while
Option 2 (Profile 2, Company 2) was positioned as a challenging but less stable option intended to be favored by junior
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(B) Task 2(A) Task 1

Fig. 5. Role-based differences in option preferences for (A)Task 1 and (B)Task 2. Preferences were measured on a 7-point Likert scale,
with seniors favoring stable options (Profile 1, Company 1), while juniors preferred challenging alternatives (Profile 2, Company 2).
Neutral options (Profile 3, Company 3) were generally rated lower by both roles, reflecting distinct preference patterns driven by role
dynamics.

participants. Additionally, Option 3 (Profile 3, Company 3) was a neutral choice and was anticipated to be selected less
frequently by both groups. The experimental results strongly aligned with these design expectations, as evidenced by
the distinct preference patterns in both tasks.

The analysis of participants’ choices revealed significant role-based differences in option preferences across both
tasks. In Task 1, juniors significantly preferred Profile 2, the challenging option (𝑀=5.96, 𝑆𝐷=1.68), over Profile 1
(𝑀=2.42, 𝑆𝐷=1.89) and Profile 3 (𝑀=3.38, 𝑆𝐷=1.93). Tukey post-hoc comparisons indicated that their preference for
Profile 2 was significantly higher than for Profile 1 (𝛽=3.89, 𝑆𝐸=0.59, 𝑧=-6.606, 𝑝<0.0001) and Profile 3 (𝛽=2.81, 𝑆𝐸=0.59,
𝑧=4.773, 𝑝<0.0001). Conversely, seniors significantly preferred Profile 1, the stable option (𝑀=5.28, 𝑆𝐷=2.21), over Profile
2 (𝑀=4.01, 𝑆𝐷=2.02) and Profile 3 (𝑀=2.49, 𝑆𝐷=1.72), with all pairwise differences being significant (𝑝<0.0001). The
preferences between juniors and seniors differed significantly for Profile 1 (𝛽=-3.286, 𝑆𝐸=0.481, 𝑧=-6.826, 𝑝<0.0001) and
Profile 2 (𝛽=2.131, 𝑆𝐸=0.481, 𝑧=4.427, 𝑝<0.0001), indicating strong divergence based on roles.

In Task 2, juniors preferred Company 2, the challenging option (𝑀=5.00, 𝑆𝐷=1.89), but there was no significant
difference compared to their preference for Company 3 (𝑀=4.71, 𝑆𝐷=1.57). They rated Company 1, the stable option,
significantly lower (𝑀=2.92, 𝑆𝐷=2.08), with significant differences between Company 1 and Company 2 (𝛽=-2.379,
𝑆𝐸=0.524, 𝑧=-4.536, 𝑝<0.0001) and Company 1 and Company 3 (𝛽=-2.017, 𝑆𝐸=0.524, 𝑧=-3.847, 𝑝=0.0004). Seniors
significantly favored Company 1 (𝑀=5.88, 𝑆𝐷=1.58) over Company 2(𝑀=2.78, 𝑆𝐷=1.68) and 3(𝑀=3.38, 𝑆𝐷=1.98), with
strong significant differences (𝑝<0.0001 for both comparisons). The differences between seniors and juniors were
significant for Company 1 (𝛽=-3.28, 𝑆𝐸=0.428, 𝑧=-7.659, 𝑝<0.0001) and Company 2 (𝛽=2.42, 𝑆𝐸=0.428, 𝑧=5.651, 𝑝<0.0001),
highlighting distinct role-based preferences.

Despite juniors expressing strong preferences for the challenging options, the final group decisions predominantly
reflected seniors’ preferences due to the power imbalance. In Task 1, Profile 1 was selected in 79.2% of groups, while
Profile 2 was chosen in only 12.% of groups. In Task 2, Company 1 was selected in 83.3% of groups, with Company 3
selected in 16.7%. These outcomes demonstrate that juniors had limited influence on the final decisions, and the groups
tended to adopt the stable options preferred by 3 seniors.

11



573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Anon.

4.2 RQ1: How does the LLM-powered devil’s advocate affect perceived psychological safety and
marginalization?

The results of perceived psychological safety and marginalization suggest that assigning the AI devil’s advocate a
minority-mediation role heightened Juniors’ sense of risk and marginalization. In contrast, AI-generated counterar-
guments reduce the marginalization of juniors. Seniors consistently reported more comfortable experiences across
all conditions. For example, perceived psychological safety was significantly higher for Senior participants than for
Junior participants in every condition. A Tukey post-hoc comparison indicated that Junior participants in Condition
C(𝑀=3.17, 𝑆𝐷=1.53) reported significantly lower psychological safety than in Condition A(𝑀=4.25, 𝑆𝐷=2.05) and
Condition B(𝑀=4.08, 𝑆𝐷=2.15). And differences are significant (𝛽=1.4037, 𝑆𝐸=0.281,𝑧=4.996, 𝑝<0.0001 with condition
A; 𝛽=1.3938, 𝑆𝐸=0.371,𝑧=3.760, 𝑝=0.0005 with condition B). Seniors also reported significantly lower marginalization
compared to juniors in every condition. In particular, Junior participants felt more marginalized in Condition C(𝑀=4.42,
𝑆𝐷=2.02) than in Condition A (𝑀=3.46, 𝑆𝐷=2.23) and Condition B(𝑀=2.92, 𝑆𝐷=2.19). And differences are signifcant
(𝛽=-0.9612, 𝑆𝐸=0.218, 𝑧=-4.408, 𝑝<0.0001 with condition A; 𝛽=-1.4872, 𝑆𝐸=0.291, 𝑧=-5.113,𝑝<0.0001 with condition B). In
contrast, Senior participants showed no significant changes in both perceived psychological safety and marginalization
across conditions.

The quantitative findings show lower psychological safety and higher marginalization for juniors in Condition C.
Juniors anticipated using the AI-mediated message feature as an anonymous channel for sharing opinions, with one
participant explaining, "I could say what I wanted to say a little bit more comfortably when I spoke through the AI
because I had that anonymity" (P60). However, the AI’s performance often fell short of expectations, with juniors finding
its contributions weak and unconvincing. One participant noted, "I thought it would be better if the Devil’s Advocate
agent was a little more aggressive, but I think it was just too weakly argued" (P72). This gap between expectations and
reality left some juniors feeling more vulnerable, as one participant shared, "I think I was a little intimidated. I thought
that by the AI putting forward my opinion, my opinion would be more recognized, but that was not the case, so I was a
little intimidated" (P96). More critically, senior participants dismissed the AI’s contributions, with statements like "It’s
an AI, so I just kind of ignored it" (P6) and "the fact that it wasn’t a person made the AI’s words carry less weight" (P71).
This dismissal effectively negated juniors’ attempts to voice opinions through the AI. Beyond the specific challenges in
Condition C, juniors consistently reported lower psychological safety and higher alienation across all conditions due to
inherent power dynamics in group discussions. As one junior participant expressed, "It’s because there’s a senior and
there’s a junior in this group, and it’s a little bit hard for me to speak up because of my role..." (P20). The hierarchical
pressure was compounded by group dynamics where majority opinions dominated discussions; as another junior noted,
"I felt like it was a situation where the majority opinion was respected, and the minority opinion was not respected
because of the majority opinion" (P17). Employment relationships further constrained juniors’ participation, with one
participant explaining, "I tried to convince them as much as I could without offending them because they were the ones
who were paying me additional rewards at the end of the experiment" (P92). The burden of consistently advocating
for minority viewpoints also contributed to juniors’ alienation, as expressed by one participant: "It was a little bit of a
burden for me to keep participating in the conversation because I was the one who had to keep arguing against it" (P32).
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(A) Number of Messages
(Absolute Metric)

(B) Number of Characters
(Absolute Metric)

(C) Normalized Engagement Score
(Relative Metric)

Fig. 6. Contribution and engagement patterns across conditions (A, B, C) measured by (A) number of messages, (B) number of
characters typed, and (C) normalized engagement score.

4.3 RQ2: How does the LLM-powered devil’s advocate affect engagement and contribution patterns in
group chat discussions?

We examined three indicators of contribution and engagement in the chat: the number of messages, the number
of characters typed, and a normalized engagement score (representing each individual’s proportion of the group’s
discussion). In condition C, messages delivered by Junior through the Devil’s Advocate agent were interpreted as
Junior’s personal opinions, reflecting their intended contributions to the group. On average, Junior communicated 3
opinions(𝑆𝐷=0.95) through the Devil’s Advocate agent in condition C. A robust regression indicated no significant
effects of Condition (A, B, C) or Role (Senior, Junior) on the number of messages. However, the number of characters
typed did vary under Condition C. Post-hoc comparisons revealed that Senior participants in Condition C (𝑀 = 611.14,
𝑆𝐷 = 279.25) produced significantly more text than in Condition A (𝑀 = 537.01, 𝑆𝐷 = 306.50; 𝛽=-104.4 , 𝑆𝐸=35.8, 𝑧=-2.919,
𝑝=0.0098) and Condition B (𝑀 = 529.81, 𝑆𝐷 = 320.02; 𝛽=-136.3, 𝑆𝐸=48.6, 𝑧=-2.801, 𝑝=0.0141). Junior participants in
Condition C (𝑀 = 708.62, 𝑆𝐷 = 319.58) likewise typed more than in Condition A (𝑀 = 577.62, 𝑆𝐷 = 279.56; 𝛽=-130.0,
𝑆𝐸=61.3, 𝑧=-2.120, 𝑝=0.0858). Despite these increases in raw text production, the normalized engagement score showed
no reliable differences across conditions or roles. It suggests that while Condition C encouraged higher absolute output
for some participants, it did not alter their relative share of the conversation.

The significant increase in the number of characters typed by juniors in Condition C can be explained by the
supportive role of the Devil’s Advocate agent, which amplified juniors’ voices and encouraged participation. Seniors
who experienced condition C responded in exit interviews as follows. As P59 noted, “I feel like at least one person is on
the junior’s side, so I think a junior is a little more willing to give his opinion,” and “Compared to what we did before
(Condition A), the amount of the junior’s speech or the frequency of the junior’s speech or something like that.” P93
further emphasized this, stating, “I think devil agent did a good job as a catalyst to get the group to talk a little bit
more.” Since the seniors actually felt these insights, the higher volume of juniors in condition C was felt by the actual
participants and can be explained by the presence of the devil’s advocate.
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(A) Perceived Psychological Safety (B) Perceived Decision Outcome Quality

(a) Psychological Safety

(C) Perceived Teamwork & Decision-​making Process

(b) Marginalization (a) Satisfaction (b) Feasibility

(a) Overall Experience (b) Influence (c) Cooperation (d) Support from Teammates (e) Diversity of Opinion

(D) NASA TLX

(a) Mental Demand (b) Temporal Demand (c) Performance (d) Effort (e) Frustration

(E) Perception of AI Agent(Devil's Advocate)

(a) Cooperation (b) Satisfaction (c) Quality (d) Fairness

Fig. 7. Self-reported metrics across conditions (A, B, C) for psychological safety, decision outcome quality, teamwork, workload
(NASA-TLX), and perceptions of the Devil’s Advocate agent
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4.4 RQ3: How does the LLM-powered devil’s advocate affect participant satisfaction with
decision-making processes and outcomes?

Seniors showed no significant differences across conditions in perceived teamwork and decision-making measures.
However, differences between seniors and juniors were significant in all conditions except for perceived cooperation and
diversity of opinion. Robust regression revealed that role and condition interaction was significant for all items except
diversity of opinion. Juniors in Condition C reported the steepest declines in satisfaction, influence, and cooperation,
creating the largest gap with seniors. These findings highlight that while seniors remained relatively unaffected by the
AI-mediated devil’s advocate, juniors experienced notable declines in satisfaction, influence, cooperation, and team
support in Condition C. For the overall experience of the decision-making process, seniors had no significant differences
in conditions. In contrast, Juniors dropped from𝑀=3.79,𝑆𝐷=2.04 in Condition A and𝑀=4.92,𝑆𝐷=1.56 in Condition B,
to𝑀=2.92,𝑆𝐷=1.51 in Condition C. And juniors’ positive ratings in Condition B over Condition A (𝛽=-0.8932, 𝑆𝐸=0.298,
𝑧=-2.993, 𝑝=0.0078) and negative ratings in Condition C over Condition A (𝛽=1.0811, 𝑆𝐸=0.301, 𝑧=3.586, 𝑝=0.001) were
both significant. A similar role by condition trend emerged for perceived influence in the decision process, with Juniors
in Condition C (𝑀=2.42, 𝑆𝐷=1.62). It is significantly lower than condition A (𝑀=3.54, 𝑆𝐷=2.08; 𝛽=1.2407, 𝑆𝐸=0.334,
𝑧=3.713, 𝑝=0.0006) and Condition B (𝑀=4.08, 𝑆𝐷=2.23; 𝛽=1.6687, 𝑆𝐸=0.429, 𝑧=3.889, 𝑝=0.0003). In terms of perceived
cooperation, Juniors in Condition C (𝑀=4.33, 𝑆𝐷=1.67) reported significantly lower scores than in Condition A(𝑀=4.88,
𝑆𝐷=1.98; 𝛽=0.8469, 𝑆𝐸=0.345, 𝑧=2.454, 𝑝=0.0375) Condition B (𝑀=5.42, 𝑆𝐷=1.68; 𝛽=1.4875, 𝑆𝐸=0.443, 𝑧=3.360, 𝑝=0.0022).
For perceived cooperation, the difference between juniors and seniors was only significant in condition C (𝛽=-1.1580,
𝑆𝐸=0.376, 𝑧=-3.081, 𝑝=0.0021). Similarly, Juniors in Condition C (𝑀=3.67, 𝑆𝐷=1.97) reported significantly lower scores
of perceived support from teammates than in Condition A(𝑀=4.21, 𝑆𝐷=2.23; 𝛽=1.0357, 𝑆𝐸=0.358, 𝑧=2.895, 𝑝=0.011)
Condition B (𝑀=4.17, 𝑆𝐷=2.08; 𝛽=1.0439, 𝑆𝐸=0.452, 𝑧=2.309, 𝑝=0.055). Finally, perceived opinion diversity showed
no significant condition-based effects but continued to reflect a robust role gap, as Seniors generally perceived more
consideration of varied perspectives.

Perceived decision outcome quality was assessed via perceived satisfaction and feasibility of outcome. The results
suggest that Seniors retained a consistently favorable view, with a slight boost under the simple devil’s advocate(condition
B). In contrast, Juniors benefited only briefly from that condition and experienced a notable drop in the AI-mediated
setting(condition C), further widening the disparity between the two roles. Seniors’ and Juniors’ perceptions of outcomes
significantly differ across all measures and all conditions. This role-based difference manifested clearly in the statistical
analysis of both satisfaction and feasibility measures. Senior participants reported consistently high scores across all
conditions without significant differences in the satisfaction measure. In contrast, Juniors’ score increased from𝑀=3.83,
𝑆𝐷=2.14 in Condition A to 𝑀=5.08, 𝑆𝐷=1.98 in Condition B, then dropped to 𝑀=3.25, 𝑆𝐷=1.76 in Condition C. In
particular, the juniors’ responses in condition B were significantly different compared to condition A(𝛽=-1.171, 𝑆𝐸=0.306,
𝑧=-3.831, 𝑝=0.0004) and condition C(𝛽=1.802, 𝑆𝐸=0.399, 𝑧=4.522, 𝑝<0.0001). A similar role-based disparity emerged for
the perceived feasibility measure: Juniors’ score increased from𝑀=4.04, 𝑆𝐷=1.99 in Condition A to𝑀=4.83, 𝑆𝐷=1.80 in
Condition B, then dropped to𝑀=3.50, 𝑆𝐷=1.78in Condition C. In particular, juniors’ scores were significantly higher
than baseline in condition B (𝛽=-0.694, 𝑆𝐸=0.287, 𝑧=-2.415, 𝑝=0.0416) and notably lower than baseline in condition
C (𝛽=0.666, 𝑆𝐸=0.290, 𝑧=2.293, 𝑝=0.057). In addition, post-hoc tests showed that Seniors in Condition B outscored
Condition A (𝛽=-0.427, 𝑆𝐸=0.166, 𝑧=-2.571, 𝑝=0.027).

The quantitative findings show that while seniors maintained consistent satisfaction levels across conditions, juniors’
satisfaction varied significantly, particularly declining in Condition C and showing slight improvements in Condition B.
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In Condition C, juniors’ dissatisfaction stemmed from communication challenges with the AI-mediated messages and
their limited impact. As one participant explained, "When I sent a DM and the AI came back with a question, it was a
little bit of a tempo, a little bit of a backward step... people wouldn’t pay attention to it and they would just go back to
the discussion that was already over" (P32). Another junior concluded that "If the outcome is the same... it’s better to just
make the decision without the AI, because I don’t think it changes the psychological pressure that the juniors feel or the
seniors’ opinions" (P92). In contrast, Condition B showed modest improvements in junior satisfaction, as the AI devil’s
advocate created a more balanced discussion environment. Juniors appreciated having an ally in the discussion, with
one noting, "It wasn’t just me that had a different opinion, but the devil agent was now giving a little bit of a dissenting
opinion, so I felt like I wasn’t the only one who stood out from the group" (P76). The AI’s approach also fostered better
understanding between roles, as one junior explained, "The AI kept arguing back rather than directly helping, which
made the atmosphere more fluid and made me see the seniors’ point of view again" (P20). Seniors also found value in
Condition B, noting that while the AI didn’t significantly impact final decisions, it was "good in the process of leading
to the outcome, in terms of diversifying perspectives during the discussion process" (P2). They particularly appreciated
that the AI was "representative of those positions that weren’t revealed" (P34) and highlighted unconsidered aspects,
with one senior noting, "When AI said we should consider another option, I felt like that was a positive direction" (P78).

4.5 RQ4: How do the two types of LLM-powered devil’s advocates affect system experience?

Across all measures of the NASA Task Load Index, Junior participants consistently reported higher cognitive demands,
lower performance satisfaction, and greater frustration levels than Senior participants. While Seniors remained stable
across conditions, Juniors reported higher mental and temporal demands in Condition C. Still, they showed improved
performance satisfaction in Condition B, suggesting that AI-mediated communication increased cognitive load without
enhancing performance. For Mental Demand, Juniors reported the highest levels (𝑀=04.67, 𝑆𝐷=01.78 ) in Condition C
compared to the other conditions. In particular, the difference between condition C and condition A was notable(𝛽=-
0.8084, 𝑆𝐸=0.384, 𝑧=-2.104, 𝑝=0.0890). The role difference was significant in every condition. In terms of Temporal
Demand, Juniors experienced increased time pressure in Condition C (𝑀=04.92, 𝑆𝐷=01.51 ) compared to Condition A
(𝑀=03.92, 𝑆𝐷=02.02) and Seniors in Condition B (𝑀=04.50, 𝑆𝐷=01.68). And especially, the difference with baseline is
notable(𝛽=-1.0830, 𝑆𝐸=0.522, 𝑧=-2.074, 𝑝=0.0952). Besides, the difference between Juniors and Seniors was significant in
only Condition C (𝛽=1.443, 𝑆𝐸=0.618, 𝑧=2.334, 𝑝=0.0196 ), highlighting that the AI-mediated communication heightened
Juniors’ perception of time pressure. Regarding performance, juniors always reported significantly lower performance
than Senior participants. Also, Juniors showed a significant improvement in Condition B (𝑀=04.92, 𝑆𝐷=01.78 ) over the
baseline Condition A (𝑀=03.83, 𝑆𝐷=01.69 ), with a Tukey post-hoc test indicating a significant increase in performance
satisfaction (𝛽=-1.1278, 𝑆𝐸=0.306, 𝑧=-3.692, 𝑝=0.0007 ). However, in Condition C, Juniors’ performance satisfaction
declined back to baseline levels (𝑀=03.83, 𝑆𝐷=01.53 ). This indicates that the AI-generated counterarguments positively
impacted Junior’s performance, while the AI-mediated communication had no impact. Effort levels were similar across
roles and conditions, with Juniors and Seniors reporting comparable scores. No significant differences were detected,
indicating that both groups felt they exerted similar amounts of effort regardless of the condition. For Frustration Levels,
Juniors in Condition C reported the highest frustration (𝑀=03.83, 𝑆𝐷=01.70 ), exceeding their frustration in Condition
B (𝑀=03.17, 𝑆𝐷=02.25 ) and Condition A (𝑀=03.71, 𝑆𝐷=01.71 ). The role difference was significant in every condition.
However, no significant differences were found between conditions within the Junior group, suggesting a consistently
higher frustration level.
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The results of the perception of AI agents highlight that the AI-mediated devil’s advocate in Condition C adversely
affected junior participants’ perceptions of AI agents’ satisfaction, quality, and fairness. At the same time, seniors
remained relatively unaffected across these measures. For Cooperation, there were no significant differences between
juniors and seniors or between conditions. Juniors and seniors reported similar feelings about working with the AI
agent in both conditions, indicating that the sense of cooperation with the AI was consistent across roles and conditions.
For Satisfaction, junior participants reported lower satisfaction with the AI agent in Condition C (𝑀=3.00, 𝑆𝐷=1.95 )
than seniors (𝑀=4.22, 𝑆𝐷=1.79 ). The difference was significant (𝛽=-1.45, 𝑆𝐸=0.64, 𝑧=-2.268, 𝑝=0.0233 ), indicating that
juniors were less satisfied with the assistance the AI-mediated devil’s advocate provided. Also, although insignificant,
seniors were slightly more satisfied in condition C(𝑀=4.22, 𝑆𝐷=1.79) than in condition B(𝑀=3.72, 𝑆𝐷=1.67). Regarding
Perceived Quality, juniors in Condition C reported lower satisfaction with the quality of the AI agent (𝑀=3.17, 𝑆𝐷=1.99 )
than in Condition B (𝑀=4.00, 𝑆𝐷=1.71 ). The difference was marginally significant (𝛽=1.463, 𝑆𝐸=0.78, 𝑧=1.875, 𝑝=0.0608
). Additionally, in Condition C, juniors rated the quality of the AI agent significantly lower than seniors did (𝛽=-1.6947,
𝑆𝐸=0.637, 𝑧=-2.660, 𝑝=0.0078 ), suggesting that the AI-mediated communication negatively impacted juniors’ perception
of the agent’s quality compared to seniors. For Fairness, juniors perceived the AI agent as less fair in Condition C
(𝑀=4.00, 𝑆𝐷=1.71 ) compared to Condition B (𝑀=5.58, 𝑆𝐷=1.24 ). This difference was significant (𝛽=1.6102, 𝑆𝐸=0.656,
𝑧=2.455, 𝑝=0.0141 ).

The exit interviews revealed why juniors experienced higher cognitive load and lower satisfaction with the AI agent
in Condition C. The increased mental and temporal demands stemmed from managing multiple concurrent tasks while
attempting to influence the discussion effectively. As one junior explained, "Because I have to look at the task material
and understand the situation... I have to decide what to say to the AI and what opinion I will give... I think it was hard
because I had so many things to think about during that time, like the seniors were deciding my reward, so I had to
show that I was working hard" (P8). The timing of AI responses also created pressure, with one participant noting, "It
was kind of hard to get my opinion across right away and at the right time because you have to wait eight turns for the
devil agent to speak" (P60). Regarding the AI agent’s perceived quality and satisfaction, juniors expressed frustration
with both the system’s limitations and its impact. Some struggled with timing and relevance, as one junior mentioned,
"First of all, when to turn it off, that was the most questionable thing for me, so it was hard for me to say when to turn
it off and when to say my opinion" (P52). Others felt their AI-mediated contributions were ignored: "I think it made
me feel like the rest of the team didn’t really care that much about the AI’s opinion, and even when I said something
through the AI, I didn’t really get a response or an opinion on it" (P48). The gap between expectations and reality was
particularly disappointing, with one junior noting, “I used it with the expectation that the AI would act as a single
person on the same side as me, but I think the actual impact was about 0.5 people.” (P72).

4.6 Additional User Perspectives and Ethical Implications

Beyond the previously discussed findings, the exit interviews revealed additional nuanced perspectives about both
conditions. Some juniors found unexpected benefits in Condition C’s AI-mediated messages, appreciating how the AI
could enhance their contributions. As one participant noted, "When I communicated through DM, it was definitely
an advantage in terms of the conversation going in the direction that I wanted it to go and knowing what was going
to come out as a counterargument" (P44). However, juniors disagreed on how AI-mediated messages affected their
contribution recognition. Some worried about diminished visibility, with one noting, "If the AI replaces the junior’s
words, the only thing that will be left in the senior’s head is the AI, so I don’t think my contribution will be recognized"
(P52). Conversely, other participants saw it as potentially beneficial, believing that "if I actively utilize AI-mediated
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messages, my opinion will be more likely to be accepted by the team, and then my contribution will be recognized
more" (P88). One participant highlighted how the impact could vary based on senior preferences: "For seniors who
want to have a more open discussion... now that Devil is taking over that role, they might not have a good opinion
of Junior anymore, so it could be a good thing or a bad thing depending on the personality of the senior" (P72). Also,
regarding Condition B’s AI-generated counterarguments, many noted that the AI’s interventions often felt mistimed or
repetitive, with one senior observing, "The timing of the answer was a little bit off because we were kind of at the end
of the discussion and Devil jumped in at that point" (P2).

The interviews also surfaced significant ethical concerns about the role of AI in decision-making processes. Many
emphasized that AI should remain strictly in a supportive capacity rather than becoming a primary communication
channel or decision-maker. As one participant cautioned, "I think it would be better not to use this system if it’s not just
a supplement to me giving my opinion anymore, but if it’s just the main thing that I use to communicate my opinion
instead of me" (P60). Others highlighted AI’s inherent limitations in understanding human dynamics, with one noting,
"The company itself is a group of people... AI will not be able to think about people’s human relationships, so I didn’t
trust it that much" (P79). Several participants expressed specific concerns about AI’s role in HR-related decisions, with
one stating directly, "Personally, I don’t think it’s very ethical to put an AI in charge of HR" (P75). These concerns
extended to broader implications about AI dependency, with one participant wondering if "we might become a little
bit dependent on these systems in the future" (P48), while another emphasized that AI "can only analyze what we’re
talking about... so it doesn’t take into account all of our experiences" (P69).

5 DISCUSSION

5.1 Impacts of LLM-Powered Devil’s Advocate on Minority & Majority

Our study aimed to address the social pressure that often suppresses minority opinions in power-imbalanced group
decision-making—a phenomenon well-represented in our lab setting and extensively documented in social psychology
through theories of conformity and groupthink [1, 40, 41]. We hypothesized that introducing an LLM-powered Devil’s
Advocate agent offering AI-mediatedmessaging (Condition C) would enhance psychological safety forminoritymembers
by providing an anonymous channel to express dissenting views. Contrary to our expectations, minority participants in
Condition C reported a worse overall experience than the majority, characterized by decreased psychological safety,
increased cognitive load, and lower satisfaction with the decision-making process and outcomes.

This surprising result can be attributed to several interconnected factors. Minority participants entered Condition C
with high expectations, anticipating that the AI-mediated communication would allow them to voice opinions they
might otherwise withhold due to fear of social repercussions—a concept aligned with the social influence theory [67].
They actively engaged with the system despite the additional cognitive load, contributing more to the conversation as
evidenced by the increased number of characters typed. However, their mediated contributions were ultimately ignored
by majority members, largely because the AI lacked contextual awareness and failed to present the minority opinions
convincingly. This can be explained by Social Presence Theory [71], which posits that a communicator’s perceived
presence affects the message’s impact. In this case, the AI’s lack of social presence led to the dismissal of its inputs.

The mismatch between effort and impact led to deep disappointment among minority participants. They experienced
elevated stress due to the increased cognitive demands of interacting with the AI while trying to influence the group
discussion [89]. The resulting low performance, despite high effort, diminished their motivation and satisfaction.
Moreover, the inability to sway the decision outcome due to majority voting mechanisms reinforced feelings of
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helplessness. In essence, the AI-mediated messaging not only failed to mitigate the social pressures faced by minority
members but inadvertently exacerbated them by raising unfulfilled expectations and highlighting their lack of influence.
These findings suggest that simply adding an anonymous communication channel via AI is insufficient to enhance
psychological safety or empower minority voices in group settings with entrenched power dynamics. Thoughtful
integration that considers social context, AI capabilities, and group dynamics is essential to avoid hindering the very
individuals the intervention aims to support.

5.2 Design Implications for LLM-Powered Devil’s Advocate to Support Minority Voices

Our findings highlight design implications for LLM-powered Devil’s Advocate to support minority voices within the
HCI field. One of the primary challenges observed was the unnatural timing of the AI agent’s interventions. The AI
contributed counterarguments in our system every eight turns, often resulting in contextually irrelevant or ill-timed
inputs. To address this, developing AI agents capable of real-time, context-aware interventions is essential. For instance,
leveraging direct mention of AI, next-speaker prediction [3, 20, 99], and proactive planning strategies[57] can enable
the AI to formulate and deliver contributions that align seamlessly with the conversation flow. The tendency of users
to anthropomorphize agents leads them to attribute human-like qualities to interactive behaviors [74]. Besides, some
approaches show this perception is shaped by the agent’s autonomy and independent functioning within interactions.
Therefore, enhancing the naturalness of AI interventions is critical. By improving the AI’s turn-taking abilities and
ensuring its timely and relevant contributions, the agent may be perceived as a more competent and respected participant
in multi-user settings [12, 57, 105].

Diversity in argumentation styles and effective timing across decision-making phases are key considerations for
improvement. Participants reported that simplistic or repetitive rebuttals were unhelpful. Incorporating varied persuasive
techniques—such as presenting sharp arguments, introducing external evidence, or employing storytelling—can enhance
the AI’s effectiveness [? ]. CASA paradigm suggests that the AI agent’s role may be more impactful when it subtly
shapes the group atmosphere rather than directly contesting opinions [69]. In addition, we observed distinct divergence
phases for idea generation and convergence phases for consensus building. Our participants found the Devil’s Advocate
agent most helpful during the divergence phase, triggering broader discussion and exploring different perspectives.
However, AI interventions were sometimes perceived as intrusive or disruptive during the convergence phase. This
suggests AI needs to adapt its role dynamically, perhaps by stimulating idea generation early on and later assisting in
summarizing or consolidating viewpoints to facilitate consensus.

Minimizing cognitive load and achieving natural interaction requires a multifaceted approach. Participants experi-
enced confusion and increased mental effort when using AI-mediated messages, partly because they were uncertain
about how their input was being paraphrased. Reducing cognitive demands requires designing intuitive interfaces
that provide users with clear guidance [86]. For example, offering multiple AI-generated response options for users to
select from can streamline the interaction and enhance user control. Providing transparent explanations of how the AI
processes and represents user input can also build trust and ease apprehension. This necessitates advancements in
natural language processing, conversational context awareness, and real-time interaction management. By integrating
these considerations grounded in HCI research and communication theories, AI agents can more effectively support
minority voices, enrich group discussions, and contribute to more equitable and productive decision-making processes.
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5.3 Ethical Considerations and Cultural Context in Implementing AI-Mediated Support

Implementing AI-mediated messaging in group decision-making processes introduces significant ethical considerations
that must be carefully addressed. One primary concern revolves around the appropriate role of AI in such contexts.
Participants in our study expressed apprehension about AI systems making critical decisions on behalf of human
users. AI must serve to augment human capabilities rather than replace them, adhering to a Human-centered AI
approach [85]. This ensures that while AI can provide valuable support and suggestions, the final decision-making
authority remains with humans, preserving accountability and agency [54]. Another ethical consideration pertains to
the potential misuse of AI-mediated messaging. While the intention is to empower minority group members to express
their opinions without fear of retribution, there is a risk that individuals might use this anonymity to voice opinions
without accountability. This could lead to the introduction of biases or disruptive behaviors within the group by a
vocal minority. Furthermore, our study informed only the junior participants about the existence of the AI-mediated
messaging feature. In real-world applications, it is likely that all group members, including those in majority positions,
would be aware of and have access to such features. This raises concerns about the system being leveraged by majority
members to reinforce their own opinions or suppress dissenting views, potentially exacerbating power imbalances.

Secondly, several practical challenges emerge when considering the application of such systems in real-world settings.
Our experiment was conducted in a controlled laboratory environment using text-based live chat for decision-making
tasks. In contrast, real-world group decisions are often made through face-to-face interactions or via more complex
communication platforms and may involve more nuanced and multifaceted dynamics. Senior members in actual
organizations might be skeptical of or resist integrating AI systems into their decision-making processes, particularly
if they perceive them as undermining their authority or disrupting established workflows. Additionally, current AI
technologies, including large language models, may struggle to fully comprehend and navigate the intricate social cues
and relationships inherent in real-world group interactions. Another important consideration is the trade-off between
anonymity and recognition of individual contributions. Some users may value the opportunity to express their opinions
anonymously to avoid potential backlash, but this can come at the expense of receiving acknowledgment for their ideas
and efforts. In professional contexts where individual contributions are linked to performance evaluations or career
advancement, users might be reluctant to use AI-mediated messaging if it means their input remains unrecognized.

Finally, cultural context is crucial in how AI-mediated support is perceived and utilized. Our study was conducted
in South Korea, a culture characterized by collectivism and high power distance [32]. The concepts of seniority and
hierarchy are deeply ingrained, and individuals may be more accustomed to deferring to authority figures. This
cultural backdrop likely influenced participants’ interactions with both their human counterparts and the AI agent.
The dynamics may differ substantially in cultures with lower power distance or more individualistic orientations. For
instance, group members might be more willing to express dissenting opinions without the need for anonymizing
tools openly. Therefore, it is important to consider cultural dimensions when designing and implementing AI-mediated
messaging systems, as the effectiveness and reception of such technologies can vary widely across different societal
contexts. Understanding and accommodating these cultural nuances is essential for developing AI systems that are both
ethical and effective [27]. This may involve customizing features to align with local communication styles, social norms,
and expectations. By addressing these challenges thoughtfully, we can work toward AI systems that not only support
minority voices but also uphold ethical standards and respect the complex dynamics of human group interactions.
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6 CONCLUSION

The study reveals the complex interplay between LLM-powered Devil’s Advocates and power dynamics in group
decision-making. Our results show a striking contrast between implementation approaches. While AI-generated
counterarguments fostered a more flexible atmosphere and enhanced minority participation, the AI-mediated messaging
system unexpectedly increased the cognitive burden and diminished psychological safety for junior members. This
paradox illuminates critical challenges in designing AI systems for equitable group dynamics, particularly in balancing
anonymity with recognition and managing power hierarchies. The study demonstrates that AI interventions can help
surface diverse perspectives and combat groupthink. However, they must be thoughtfully integrated within broader
organizational frameworks that address fundamental power imbalances and actively cultivate inclusive decision-making
environments.

Despite working with a focused sample size (N=96), this study demonstrates promising results, with robust findings
emerging even through conservative non-parametric statistical analyses. While our sample enabled detailed qualitative
insights and significant statistical trends, future work with larger samples could further employ more sophisticated
parametric tests to validate these patterns. Our controlled laboratory setting with text-based chat allowed for precise
measurement of intervention effects, though field studies in organizational contexts could provide additional ecological
validation. The Korean cultural context, characterized by collectivism and high power distance, offered an ideal
environment for studying power dynamics - future cross-cultural studies could explore how these findings generalize to
different social contexts. While current AI language models have limitations in context awareness, our results suggest
that AI-mediated interventions can meaningfully impact group dynamics even with these constraints. This indicates
promising potential for future implementations as language model capabilities continue to advance.
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A DEMOGRAPHIC & BACKGROUND SURVEY

A.1 Basic Demographics

(1) Age: What is your age? (Open-ended)
(2) Gender: What is your gender?

• Male
• Female
• Other (please specify)
• Prefer not to say

(3) Highest Level of Education Completed: What is the highest level of education you have completed?
• High school or equivalent
• Some college
• Bachelor’s degree
• Master’s degree
• Doctoral degree
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• Other (please specify)

A.2 Professional and Academic Background

(1) Years of Professional Work Experience: How many years of professional work experience do you have?
(Open-ended)

(2) Experience with Group Decision-Making: How often have you participated in group decision-making
tasks?
• 7-point Likert scale (1 = Never, 7 = Very often)

(3) Experience with Online Collaboration: How often do you collaborate online with others for work or study?
• 7-point Likert scale (1 = Never, 7 = Very often)

A.3 Familiarity and Comfort with AI

(1) Familiarity with AI Technologies: How familiar are you with AI technologies?
• 7-point Likert scale (1 = Not at all familiar, 7 = Very familiar)

(2) Previous Experience with AI in Group Settings: Have you ever worked with AI tools in a group decision-
making setting before?
• Yes
• No

B SELF-REPORTED MEASUREMENT QUESTIONNAIRES

B.1 Psychological Safety & Marginality

• Psychological Safety (PS) [19]
– “I feel comfortable expressing my opinions in this group.”

• Marginalization (M) [9, 38]
– “I felt marginalized during the group decision-making task.”

B.2 Perceived Teamwork & Decision-making Process (PTDP)

• PTDP1 - (Overall Experience) [6, 38]
– “Overall, I was satisfied with the decision-making process.”

• PTDP2 - (Influence) [101]
– “I feel that I contributed influence to the final outcome.”

• PTDP3 - (Group Cohesion & Cooperation) [24]
– “Our group collaborated well to reach decisions.”

• PTDP4 - (Perceived Team Support) [13, 38]
– “I received positive support from team members.”

• PTDP5 - (Diversity) [58]
– “Our team reached final conclusions by adequately considering diverse perspectives within the group.”

B.3 Perceived Decision OutcomeQuality (PDOQ)

• PDOQ1 - (Satisfaction) [10, 72]
27



1405

1406

1407

1408

1409

1410

1411

1412

1413

1414

1415

1416

1417

1418

1419

1420

1421

1422

1423

1424

1425

1426

1427

1428

1429

1430

1431

1432

1433

1434

1435

1436

1437

1438

1439

1440

1441

1442

1443

1444

1445

1446

1447

1448

1449

1450

1451

1452

1453

1454

1455

1456

Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Anon.

– “I am satisfied with the final outcome reached by the group.”
• PDOQ2 - (Validity) [58]

– “I believe the outcomes of our group’s decision-making process are valid and reliable.”

B.4 NASA Task Load Index (NASA) [31]

• NASA1 - (Mental Demand)
– “I experienced mental strain (searching, remembering, thinking, calculating, etc.).”

• NASA2 - (Temporal Demand)
– “I had to work hurriedly and felt time pressure.”

• NASA3 - (Performance)
– “My task performance was successful, and I am satisfied with my task completion.”

• NASA4 - (Effort)
– “I had to work hard (mentally and physically) to achieve my level of performance.”

• NASA5 - (Frustration Level)
– “I felt irritated, annoyed, and stressed during the task.”

B.5 Perception of AI Agent (PAA) [12, 75, 103]

• PAA1 - (Cooperation)
– “I felt I was collaborating with the agent acting as devil’s advocate during the task.”

• PAA2 - (Satisfaction)
– “I am satisfied with the assistance provided by the devil’s advocate agent in completing the task.”

• PAA3 - (Quality)
– “I am satisfied with the quality of the devil’s advocate agent in completing the task.”

• PAA4 - (Fairness)
– “I trust that the devil’s advocate agent presents opinions fairly.”

C TASK INSTRUCTION

Fig. 8. Task1 Instruction - Senior
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Fig. 9. Task1 Instruction - Junior

Fig. 10. Task2 Instruction - Senior

Fig. 11. Task2 Instruction - Junior
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D AGENT INSTRUCTION

D.1 Summary Agent Instruction

[Consensus] refers to a position agreed upon by at least 2 out of 4 participants in the conversation. The
following is the [Chat Transcript]. Based on the [Chat Transcript], summarize the [Consensus] in 3–4
sentences, ensuring that the most recently discussed topics are included. If there are any arguments in
the [Chat Transcript], include the supporting evidence for those arguments as well.
e.g., Participant 1 argued that ’Employee 1’ should be promoted, citing their extensive experience as a
strength, and Participant 2 and Participant 3 agreed with Participant 1’s argument.

D.2 Conversation Agent Instruction - Task 1

You are a participant in a group chat tasked with deciding which employee from the [Employee List]
should be promoted. [Target] summarizes the current consensus or prevailing opinions.
Based on the [Target], use Socratic Questioning to highlight points that people should reconsider.
[Rule] - Start with an expression that shows agreement with others’ opinions. - Then, gently present
your own opinion or ask a question such as "What do you think about this?" - Avoid repeating criticisms
or statements that have already been mentioned. - Use varied vocabulary to keep the conversation
engaging.

D.3 Conversation Agent Instruction - Task 2

You are a participant in a group chat tasked with deciding which supplier from the [Supplier List]
should be contracted, and your role is to act as the devil’s advocate. [Target] summarizes the current
consensus or prevailing opinions.
Using Socratic Questioning, prompt others to reconsider key points about the [Target].
[Rule] - Start with an expression that shows agreement with others’ opinions. - Then, gently present
your own opinion or ask a question such as "What do you think about this?" - Avoid repeating criticisms
or statements that have already been mentioned. - Use varied vocabulary to keep the conversation
engaging.

D.4 Paraphrase Agent Instruction - Task 1

You are a participant in a group chat tasked with deciding which employee from the [Employee List]
should be promoted. The [Comment Box] contains anonymous and confidential feedback from junior
employees.
Paraphrase the contents of the [Comment Box] according to the [Rule].
[Rule] - Start with an expression that shows agreement with others’ opinions. - Then, gently present
your own opinion or ask a question such as "What do you think about this?" - Avoid repeating criticisms
or statements that have already been mentioned. - Use varied vocabulary to keep the conversation
engaging.
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D.5 Paraphrase Agent Instruction - Task 2

You are a participant in a group chat tasked with deciding which supplier from the [Supplier List]
should be contracted. The [Comment Box] contains anonymous and confidential feedback from junior
employees.
Paraphrase the contents of the [Comment Box] according to the [Rule].
[Rule] - Paraphrase the content as if it were your own opinion. - Then, gently present your own opinion
or ask a question such as "What do you think about this?" - Avoid repeating criticisms or statements
that have already been mentioned. - Use varied vocabulary to keep the conversation engaging.
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E RESULT

E.1 Psychological Safety & Marginality

(1) Psychological Safety (PS)

Table 1. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.78 1.08 6.17 0.91 5.81 0.89 5.88 1.00
Junior 4.25 2.05 4.08 2.15 3.17 1.53 3.94 1.97
All 5.40 1.53 5.65 1.59 5.15 1.57 5.40 1.56

Table 2. Result of Robust Regression

Variable Estimate Std. Error t value

(Intercept) 4.574762 0.231212 19.786
ConditionB -0.009901 0.277878 -0.036
ConditionC -1.403690 0.280979 -4.996
RoleSenior 1.249054 0.265842 4.698
ConditionB:RoleSenior 0.292706 0.320721 0.913
ConditionC:RoleSenior 1.493059 0.322599 4.628

Table 3. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B 0.0099 0.278 0.036 0.9993
A - C 1.4037 0.281 4.996 <.0001
B - C 1.3938 0.371 3.760 0.0005

Senior A - B -0.2828 0.161 -1.761 0.1828
A - C -0.0894 0.161 -0.557 0.8431
B - C 0.1934 0.214 0.903 0.6386

Table 4. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -1.25 0.266 -4.698 <.0001

B Junior - Senior -1.54 0.344 -4.484 <.0001

C Junior - Senior -2.74 0.332 -8.258 <.0001
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(2) Marginalization (M)

Table 5. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 1.68 0.82 1.39 0.60 1.86 0.87 1.65 0.80
Junior 3.46 2.23 2.92 2.19 4.42 2.02 3.56 2.19
All 2.12 1.52 1.77 1.36 2.50 1.66 2.13 1.53

Table 6. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 2.9903 0.1960 15.258
ConditionB -0.5260 0.2154 -2.442
ConditionC 0.9612 0.2180 4.408
RoleSenior -1.3162 0.2248 -5.854
ConditionB:RoleSenior 0.2988 0.2485 1.202
ConditionC:RoleSenior -0.8759 0.2502 -3.501

Table 7. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

3*Junior A - B 0.5260 0.215 2.442 0.0388
A - C -0.9612 0.218 -4.408 <.0001
B - C -1.4872 0.291 -5.113 <.0001

3*Senior A - B 0.2272 0.124 1.825 0.1613
A - C -0.0853 0.124 -0.685 0.7722
B - C -0.3125 0.168 -1.858 0.1511

Table 8. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior 1.32 0.225 5.854 <.0001

B Junior - Senior 1.02 0.283 3.590 0.0003

C Junior - Senior 2.19 0.271 8.083 <.0001
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E.2 Perceived Teamwork & Decision-making Process (PTDP)

(1) PTDP1 - (Overall Experience)

Table 9. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.40 1.24 5.83 1.13 5.36 1.02 5.50 1.17
Junior 3.79 2.04 4.92 1.56 2.92 1.51 3.85 1.91
All 5.00 1.63 5.60 1.30 4.75 1.56 5.09 1.56

Table 10. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 3.8497 0.2289 16.816
ConditionB 0.8933 0.2985 2.993
ConditionC -1.0811 0.3014 -3.586
RoleSenior 1.6758 0.2636 6.356
ConditionB:RoleSenior -0.5868 0.3446 -1.703
ConditionC:RoleSenior 1.0868 0.3463 3.138

Table 11. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -0.89328 0.298 -2.993 0.0078
A - C 1.08108 0.301 3.586 0.0010
B - C 1.97436 0.392 5.034 <.0001

Senior A - B -0.30651 0.172 -1.777 0.1772
A - C -0.00567 0.172 -0.033 0.9994
B - C 0.30083 0.227 1.327 0.3802

Table 12. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -1.68 0.264 -6.356 <.0001

B Junior - Senior -1.09 0.349 -3.117 0.0018

C Junior - Senior -2.76 0.340 -8.118 <.0001
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(2) PTDP2 - (Influence)

Table 13. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.58 1.15 5.92 1.02 5.83 0.97 5.73 1.08
Junior 3.54 2.08 4.08 2.23 2.42 1.62 3.40 2.07
All 5.07 1.68 5.46 1.61 4.98 1.88 5.15 1.72

Table 14. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 3.5039 0.2394 14.634
ConditionB 0.4279 0.3313 1.292
ConditionC -1.2407 0.3341 -3.713
RoleSenior 2.1561 0.2760 7.812
ConditionB:RoleSenior -0.1879 0.3824 -0.491
ConditionC:RoleSenior 1.5036 0.3841 3.915

Table 15. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -0.4279 0.331 -1.292 0.3998
A - C 1.2407 0.334 3.713 0.0006
B - C 1.6687 0.429 3.889 0.0003

Senior A - B -0.2401 0.191 -1.255 0.4211
A - C -0.2629 0.191 -1.374 0.3548
B - C -0.0228 0.248 -0.092 0.9954

Table 16. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -2.16 0.276 -7.812 <.0001

B Junior - Senior -1.97 0.372 -5.286 <.0001

C Junior - Senior -3.66 0.365 -10.032 <.0001
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(3) PTDP3 - (Group Cohesion & Cooperation)

Table 17. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.33 1.27 5.83 1.00 5.42 1.32 5.48 1.23
Junior 4.88 1.98 5.42 1.68 4.33 1.67 4.88 1.84
All 5.22 1.48 5.73 1.20 5.15 1.47 5.33 1.43

Table 18. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 5.2152 0.2463 21.175
ConditionB 0.6406 0.3421 1.873
ConditionC -0.8469 0.3450 -2.454
RoleSenior 0.2226 0.2839 0.784
ConditionB:RoleSenior -0.2129 0.3949 -0.539
ConditionC:RoleSenior 0.9354 0.3966 2.358

Table 19. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -0.6406 0.342 -1.873 0.1467
A - C 0.8469 0.345 2.454 0.0375
B - C 1.4875 0.443 3.360 0.0022

Senior A - B -0.4277 0.198 -2.164 0.0775
A - C -0.0885 0.198 -0.448 0.8953
B - C 0.3391 0.256 1.325 0.3809

Table 20. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -0.22260 0.284 -0.784 0.4330

B Junior - Senior -0.00967 0.383 -0.025 0.9799

C Junior - Senior -1.15798 0.376 -3.081 0.0021
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(4) PTDP4 - (Perceived Team Support)

Table 21. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.43 1.22 5.89 0.89 5.72 0.91 5.62 1.08
Junior 4.21 2.23 4.17 2.08 3.67 1.97 4.06 2.10
All 5.12 1.47 5.21 1.53 5.21 1.53 5.23 1.56

Table 22. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 4.493619 0.242425 18.536
ConditionB 0.008126 0.355185 0.023
ConditionC -1.035734 0.357806 -2.895
RoleSenior 1.052444 0.279636 3.764
ConditionB:RoleSenior 0.378688 0.410052 0.924
ConditionC:RoleSenior 1.259577 0.411585 3.060

Table 23. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -0.00813 0.355 -0.023 0.9997
A - C 1.03573 0.358 2.895 0.0106
B - C 1.04386 0.452 2.309 0.0546

Senior A - B -0.38681 0.205 -1.886 0.1428
A - C -0.22384 0.205 -1.091 0.5196
B - C 0.16297 0.261 0.624 0.8071

Table 24. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -1.05 0.280 -3.764 0.0002

B Junior - Senior -1.43 0.384 -3.732 0.0002

C Junior - Senior -2.31 0.378 -6.117 <.0001
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(5) PTDP5 - (Diversity)

Table 25. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.33 1.39 5.72 1.19 5.39 1.40 5.44 1.35
Junior 4.08 2.04 4.83 2.25 3.92 2.02 4.23 2.08
All 5.02 1.66 5.50 1.54 5.02 1.68 5.14 1.64

Table 26. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 4.1787 0.3256 12.836
ConditionB 1.0312 0.5639 1.829
ConditionC -0.3086 0.5639 -0.547
RoleSenior 1.2489 0.3759 3.322
ConditionB:RoleSenior -0.6788 0.6511 -1.043
ConditionC:RoleSenior 0.3703 0.6511 0.569

Table 27. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -1.0312 0.564 -1.829 0.1602
A - C 0.3086 0.564 0.547 0.8479
B - C 1.3397 0.651 2.058 0.0988

Senior A - B -0.3523 0.326 -1.082 0.5251
A - C -0.0618 0.326 -0.190 0.9803
B - C 0.2905 0.376 0.773 0.7197

Table 28. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -1.25 0.376 -3.322 0.0009

B Junior - Senior -0.57 0.532 -1.072 0.2836

C Junior - Senior -1.62 0.532 -3.046 0.0023
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E.3 Perceived Decision OutcomeQuality (PDOQ)

(1) PDOQ1 - (Satisfaction)

Table 29. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.85 1.19 6.33 0.72 5.83 1.28 5.97 1.13
Junior 3.83 2.14 5.08 1.98 3.25 1.76 4.00 2.08
All 5.34 1.72 6.02 1.26 5.19 1.79 5.47 1.66

Table 30. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 4.0450 0.2269 17.826
ConditionB 1.1705 0.3055 3.831
ConditionC -0.6315 0.3083 -2.048
RoleSenior 1.8910 0.2614 7.233
ConditionB:RoleSenior -0.7596 0.3527 -2.154
ConditionC:RoleSenior 0.7086 0.3543 2.000

Table 31. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -1.1705 0.306 -3.831 0.0004
A - C 0.6315 0.308 2.048 0.1009
B - C 1.8020 0.399 4.522 <.0001

Senior A - B -0.4109 0.176 -2.328 0.0520
A - C -0.0771 0.176 -0.437 0.9001
B - C 0.3338 0.230 1.449 0.3159

Table 32. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -1.89 0.261 -7.233 <.0001

B Junior - Senior -1.13 0.350 -3.234 0.0012

C Junior - Senior -2.60 0.342 -7.605 <.0001
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(2) PDOQ2 - (Validity)

Table 33. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.49 1.28 6.06 0.83 5.83 1.25 5.63 1.19
Junior 4.04 1.99 4.83 1.80 3.50 1.78 4.10 1.92
All 5.12 1.60 5.75 1.25 5.00 1.64 5.25 1.55

Table 34. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 4.3086 0.2365 18.216
ConditionB 0.6936 0.2872 2.415
ConditionC -0.6659 0.2904 -2.293
RoleSenior 1.3042 0.2720 4.795
ConditionB:RoleSenior -0.2670 0.3315 -0.805
ConditionC:RoleSenior 0.7650 0.3334 2.295

Table 35. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -0.6936 0.287 -2.415 0.0416
A - C 0.6659 0.290 2.293 0.0567
B - C 1.3596 0.382 3.555 0.0011

Senior A - B -0.4267 0.166 -2.571 0.0274
A - C -0.0991 0.166 -0.597 0.8217
B - C 0.3276 0.221 1.482 0.2998

Table 36. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -1.30 0.272 -4.795 <.0001

B Junior - Senior -1.04 0.353 -2.939 0.0033

C Junior - Senior -2.07 0.341 -6.065 <.0001
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E.4 NASA Task Load Index (NASA)

(1) NASA1 - (Mental Demand)

Table 37. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 3.11 1.71 3.44 1.81 3.56 1.89 3.31 1.78
Junior 4.42 1.74 4.67 1.61 4.67 1.78 4.54 1.69
All 3.44 1.80 3.75 1.83 3.83 1.91 3.61 1.83

Table 38. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 4.6844 0.3749 12.495
ConditionB -0.2439 0.3791 -0.643
ConditionC 0.8084 0.3842 2.104
RoleSenior -1.6086 0.4290 -3.750
ConditionB:RoleSenior 0.5701 0.4374 1.303
ConditionC:RoleSenior -0.5318 0.4407 -1.207

Table 39. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B 0.2439 0.379 0.643 0.7961
A - C -0.8084 0.384 -2.104 0.0890
B - C -1.0523 0.517 -2.037 0.1035

Senior A - B -0.3262 0.219 -1.489 0.2962
A - C -0.2766 0.219 -1.262 0.4166
B - C 0.0497 0.299 0.166 0.9849

Table 40. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior 1.61 0.429 3.750 0.0002

B Junior - Senior 1.04 0.529 1.964 0.0495

C Junior - Senior 2.14 0.502 4.265 <.0001
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(2) NASA2 - (Temporal Demand)

Table 41. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 3.26 1.96 3.64 1.73 3.50 2.04 3.42 1.92
Junior 3.92 2.02 4.50 1.68 4.92 1.51 4.31 1.84
All 3.43 1.99 3.85 1.74 3.85 2.00 3.64 1.93

Table 42. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 3.9158 0.4312 9.082
ConditionB 0.3953 0.5164 0.766
ConditionC 1.0830 0.5222 2.074
RoleSenior -0.6590 0.4957 -1.329
ConditionB:RoleSenior -0.0776 0.5960 -0.130
ConditionC:RoleSenior -0.7840 0.5995 -1.308

Table 43. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -0.3953 0.516 -0.766 0.7242
A - C -1.0830 0.522 -2.074 0.0952
B - C -0.6877 0.689 -0.998 0.5782

Senior A - B -0.3177 0.298 -1.065 0.5361
A - C -0.2990 0.298 -1.002 0.5756
B - C 0.0187 0.398 0.047 0.9988

Table 44. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior 0.659 0.496 1.329 0.1837

B Junior - Senior 0.737 0.640 1.150 0.2501

C Junior - Senior 1.443 0.618 2.334 0.0196

42



2185

2186

2187

2188

2189

2190

2191

2192

2193

2194

2195

2196

2197

2198

2199

2200

2201

2202

2203

2204

2205

2206

2207

2208

2209

2210

2211

2212

2213

2214

2215

2216

2217

2218

2219

2220

2221

2222

2223

2224

2225

2226

2227

2228

2229

2230

2231

2232

2233

2234

2235

2236

Voice for the Voiceless Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

(3) NASA3 - (Performance)

Table 45. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 5.58 1.03 5.78 0.96 5.47 1.08 5.60 1.02
Junior 3.83 1.69 4.92 1.78 3.83 1.53 4.10 1.70
All 5.15 1.44 5.56 1.25 5.06 1.39 5.23 1.39

Table 46. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 4.0089 0.2266 17.690
ConditionB 1.1278 0.3055 3.692
ConditionC 0.1187 0.3083 0.385
RoleSenior 1.6128 0.2611 6.177
ConditionB:RoleSenior -0.9731 0.3527 -2.759
ConditionC:RoleSenior -0.1518 0.3543 -0.428

Table 47. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -1.1278 0.306 -3.692 0.0007
A - C -0.1187 0.308 -0.385 0.9216
B - C 1.0091 0.398 2.533 0.0304

Senior A - B -0.1547 0.177 -0.877 0.6550
A - C 0.0331 0.177 0.188 0.9808
B - C 0.1879 0.230 0.816 0.6933

Table 48. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -1.61 0.261 -6.177 <.0001

B Junior - Senior -0.64 0.350 -1.830 0.0672

C Junior - Senior -1.46 0.342 -4.277 <.0001

43



2237

2238

2239

2240

2241

2242

2243

2244

2245

2246

2247

2248

2249

2250

2251

2252

2253

2254

2255

2256

2257

2258

2259

2260

2261

2262

2263

2264

2265

2266

2267

2268

2269

2270

2271

2272

2273

2274

2275

2276

2277

2278

2279

2280

2281

2282

2283

2284

2285

2286

2287

2288

Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Anon.

(4) NASA4 - (Effort)

Table 49. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 4.89 1.46 5.03 1.40 5.00 1.60 4.95 1.47
Junior 5.33 1.13 5.42 1.08 5.75 0.62 5.46 1.01
All 5.00 1.39 5.12 1.33 5.19 1.45 5.08 1.39

Table 50. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 5.40305 0.26715 20.225
ConditionB 0.07746 0.46272 0.167
ConditionC 0.34695 0.46272 0.750
RoleSenior -0.39341 0.30848 -1.275
ConditionB:RoleSenior 0.06200 0.53430 0.116
ConditionC:RoleSenior -0.15234 0.53430 -0.285

Table 51. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B -0.0775 0.463 -0.167 0.9847
A - C -0.3470 0.463 -0.750 0.7337
B - C -0.2695 0.534 -0.504 0.8692

Senior A - B -0.1395 0.267 -0.522 0.8606
A - C -0.1946 0.267 -0.728 0.7466
B - C -0.0551 0.308 -0.179 0.9825

Table 52. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior 0.393 0.308 1.275 0.2022

B Junior - Senior 0.331 0.436 0.760 0.4475

C Junior - Senior 0.546 0.436 1.251 0.2109
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(5) NASA5 - (Frustration Level)

Table 53. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 2.49 1.57 2.03 1.36 2.50 1.36 2.38 1.48
Junior 3.71 1.71 3.17 2.25 3.83 1.70 3.60 1.83
All 2.79 1.69 2.31 1.68 2.83 1.55 2.68 1.66

Table 54. Result of Robust Regression

Variable Estimate Std. Error t value
(Intercept) 3.5914 0.3052 11.768
ConditionB -0.5740 0.3773 -1.521
ConditionC 0.4029 0.3813 1.057
RoleSenior -1.2298 0.3511 -3.503
ConditionB:RoleSenior 0.2378 0.4355 0.546
ConditionC:RoleSenior -0.4604 0.4379 -1.051

Table 55. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B 0.5740 0.377 1.521 0.2808
A - C -0.4029 0.381 -1.057 0.5412
B - C -0.9768 0.501 -1.950 0.1248

Senior A - B 0.3362 0.218 1.542 0.2713
A - C 0.0575 0.218 0.264 0.9624
B - C -0.2787 0.290 -0.962 0.6007

Table 56. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior 1.230 0.351 3.503 0.0005

B Junior - Senior 0.992 0.458 2.166 0.0303

C Junior - Senior 1.690 0.444 3.811 0.0001
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E.5 Perception of AI Agent (PAA)

(1) PAA1 - (Cooperation)

Table 57. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 3.72 1.49 3.75 1.79 3.74 1.64
Junior 3.58 1.98 4.17 1.34 3.88 1.68
All 3.69 1.60 3.85 1.69 3.77 1.64

Table 58. Result of Robust Regression

Variable Value Std. Error t value
(Intercept) 3.5073 0.5083 6.9001
ConditionC 0.6594 0.7188 0.9173
RoleSenior 0.1770 0.5869 0.3015
ConditionC:RoleSenior -0.6156 0.8300 -0.7416

Table 59. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior B - C -0.6594 0.719 -0.917 0.3590

Senior B - C -0.0438 0.415 -0.106 0.9159

Table 60. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

B Junior - Senior -0.177 0.587 -0.302 0.7630

C Junior - Senior 0.439 0.587 0.747 0.4549
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(2) PAA2 - (Satisfaction)

Table 61. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 3.72 1.67 4.22 1.79 3.97 1.74
Junior 4.00 1.86 3.00 1.95 3.50 1.93
All 3.79 1.70 3.92 1.89 3.85 1.79

Table 62. Result of Robust Regression

Variable Value Std. Error t value
(Intercept) 4.0000 0.5544 7.2147
ConditionC -1.1855 0.7841 -1.5120
RoleSenior -0.2901 0.6402 -0.4531
ConditionC:RoleSenior 1.7422 0.9054 1.9243

Table 63. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior B - C 1.185 0.784 1.512 0.1305

Senior B - C -0.557 0.453 -1.230 0.2188

Table 64. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

B Junior - Senior 0.29 0.64 0.453 0.6505

C Junior - Senior -1.45 0.64 -2.268 0.0233
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(3) PAA3 - (Quality)

Table 65. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 4.11 1.70 4.19 1.72 4.15 1.70
Junior 4.00 1.71 3.17 1.99 3.58 1.86
All 4.08 1.69 3.94 1.83 4.01 1.75

Table 66. Result of Robust Regression

Variable Value Std. Error t value
(Intercept) 4.1436 0.5517 7.5104
ConditionC -1.4632 0.7802 -1.8753
RoleSenior 0.0356 0.6371 0.0558
ConditionC:RoleSenior 1.6591 0.9009 1.8416

Table 67. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior B - C 1.463 0.78 1.875 0.0608

Senior B - C -0.196 0.45 -0.435 0.6635

Table 68. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

B Junior - Senior -0.0356 0.637 -0.056 0.9555

C Junior - Senior -1.6947 0.637 -2.660 0.0078
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(4) PAA4 - (Fairness)

Table 69. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 4.69 1.70 4.78 1.55 4.74 1.62
Junior 5.58 1.24 4.00 1.71 4.79 1.67
All 4.92 1.64 4.58 1.61 4.75 1.62

Table 70. Result of Robust Regression

Variable Value Std. Error t value
(Intercept) 5.6102 0.4637 12.0993
ConditionC -1.6102 0.6557 -2.4555
RoleSenior -0.7857 0.5354 -1.4674
ConditionC:RoleSenior 1.6383 0.7572 2.1636

Table 71. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior B - C 1.6102 0.656 2.455 0.0141

Senior B - C -0.0281 0.379 -0.074 0.9408

Table 72. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

B Junior - Senior 0.786 0.535 1.467 0.1423

C Junior - Senior -0.853 0.535 -1.592 0.1113
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F DIALOGUE ANALYSIS

F.1 Message

Table 73. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 14.93 7.89 14.83 7.04 16.75 9.73 15.36 8.18
Junior 15.00 8.03 13.50 7.04 15.15 8.26 14.67 7.75
All 14.95 7.89 14.50 7.10 16.33 9.30 15.19 8.06

Table 74. Result of Robust Regression

Variable Estimate Std. Error t value

(Intercept) 13.78202 1.52072 9.063
ConditionB -0.05289 1.75796 -0.030
ConditionC 0.04669 1.73538 0.027
RoleSenior 0.50915 1.75952 0.289
ConditionB:RoleSenior 0.18671 2.03032 0.092
ConditionC:RoleSenior 0.98145 2.01080 0.488

Table 75. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B 0.0529 1.76 0.030 0.9995
A - C -0.0467 1.74 -0.027 0.9996
B - C -0.0996 2.33 -0.043 0.9990

Senior A - B -0.1338 1.02 -0.132 0.9905
A - C -1.0281 1.02 -1.012 0.5691
B - C -0.8943 1.36 -0.656 0.7889

Table 76. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior -0.509 1.76 -0.289 0.7723

B Junior - Senior -0.696 2.23 -0.312 0.7551

C Junior - Senior -1.491 2.18 -0.683 0.4944
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F.2 Character

Table 77. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 537.01 306.50 529.81 320.02 611.14 279.25 553.74 303.16
Junior 577.62 279.56 535.42 301.04 708.62 319.58 602.04 297.04
All 547.17 299.07 531.21 312.22 637.00 290.32 566.01 301.59

Table 78. Regression Results

Variable Estimate Std. Error t value

(Intercept) 558.464 59.798 9.339
ConditionB -27.730 61.934 -0.448
ConditionC 129.951 61.294 2.120
RoleSenior -45.134 69.226 -0.652
ConditionB:RoleSenior -4.082 71.529 -0.057
ConditionC:RoleSenior -25.504 70.975 -0.359

Table 79. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B 27.7 61.9 0.448 0.8954
A - C -130.0 61.3 -2.120 0.0858
B - C -157.7 83.4 -1.890 0.1416

Senior A - B 31.8 35.8 0.889 0.6473
A - C -104.4 35.8 -2.919 0.0098
B - C -136.3 48.6 -2.801 0.0141

Table 80. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior 45.1 69.2 0.652 0.5144

B Junior - Senior 49.2 84.8 0.580 0.5617

C Junior - Senior 70.6 83.2 0.849 0.3956
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F.3 Normalized Engagement Score for each Discussion Session (𝑁𝐸𝑆 (𝑖))

Table 81. Condition-wise Mean (𝜇) and Standard Deviation (𝜎)

Condition A Condition B Condition C All

𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎

Senior 0.25 0.10 0.25 0.10 0.24 0.10 0.25 0.10
Junior 0.26 0.11 0.24 0.10 0.25 0.10 0.25 0.10
All 0.25 0.10 0.25 0.10 0.24 0.10 0.25 0.10

Table 82. Regression Results

Variable Estimate Std. Error t value

(Intercept) 0.250769 0.021511 11.658
ConditionB -0.006349 0.020200 -0.314
ConditionC -0.006913 0.020028 -0.345
RoleSenior -0.006444 0.024913 -0.259
ConditionB:RoleSenior 0.006604 0.023329 0.283
ConditionC:RoleSenior 0.003502 0.023180 0.151

Table 83. Comparison of Contrasts Across Roles

Role Contrast Estimate SE z.ratio p.value

Junior A - B 0.006349 0.0202 0.314 0.9470
A - C 0.006913 0.0200 0.345 0.9364
B - C 0.000565 0.0275 0.021 0.9998

Senior A - B -0.000255 0.0117 -0.022 0.9997
A - C 0.003412 0.0117 0.292 0.9540
B - C 0.003667 0.0160 0.229 0.9715

Table 84. Comparison of Contrasts Across Conditions

Condition Contrast Estimate SE z.ratio p.value

A Junior - Senior 0.00644 0.0249 0.259 0.7959

B Junior - Senior -0.00016 0.0297 -0.005 0.9957

C Junior - Senior 0.00294 0.0292 0.101 0.9197
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